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Mejorando la red neuronal
convolucional para detectar
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Desde que se propusieron por primera vez las redes neu-
ronales convolucionales (Convolutional Neural Network,
CNN, por sus siglas en inglés) se ha creado un gran nime-
ro de aplicaciones para el analisis y procesamiento de las
imagenes, como la deteccién de objetos en tiempo real.
También se han realizado muchas investigaciones para
aumentar la precision y reducir el tiempo de ejecucién de
las CNN. Sin embargo, para mejorar el desempeno de las
CNN es primordial poder extraer las caracteristicas clave.
Es por eso que identificar y extraer rasgos distintivos sigue
siendo un campo abierto para la investigacién. Inicialmente,
para poder identificar los elementos mas relevantes, es
necesario conocer y analizar el tipo de imagen que se va
a trabajar como, por ejemplo, las imagenes infrarrojas (IR).

RAYOS INFRARROJOS

La vision del ojo humano esté limitada a lo que llamamos
luz visible, una pequena fraccién del espectro de ondas
que ronda el 1 % y se encuentra ubicada entre los rayos
ultravioleta (UV) y los infrarrojos (IR). Ninguno de los dos es
visible por el ojo humano, pero los segundos pueden ser
percibidos como calor, aunque abarcan un rango mucho
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mas amplio, como se apre-
ciaenlaFigura 1. Sunom-
bre proviene de la palabra
latina infra, que significa de-
bajo, ya que la banda IR es-
ta ubicada inmediatamente
debajo de la banda de la
luz roja.
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Figura 1. La luz visible dentro del espectro electromagnético. Todas las medidas estan en nano-

to, es decir a -273 °C, y la
cantidad de radiacion au-
menta con la temperatura
(Larkin, 2018). La radiacién IR se puede percibir
utilizando camaras especiales que convierten las
variaciones térmicas a lo largo de los objetos, to-
mando el fondo de la escena como referencia, en
una imagen visual. Este proceso se llama termo-
grafia y permite realizar mediciones de la tempe-
ratura de un objeto sin ningun contacto fisico. El
mayor uso para estas camaras es la vigilancia; por
ejemplo, la camara diurna y nocturna puede usar
tanto luz visible como con rayos IR. Este disposi-
tivo produce un video a color durante el diay uno
en escala de grises durante la noche, incluso en
completa oscuridad. Sin embargo, la capacidad
de ver tanto con la luz del dia como en completa
obscuridad no es la Unica ventaja de la tecnologia
IR. Adicionalmente, puede encontrar objetos es-
condidos en la niebla o debajo de un camino que
podrian ser un riesgo, incluso puede ver a través
de ciertos materiales, como el plastico o la tela,
que la luz visible no puede.

DIFERENCIAS ENTRE LA VISION IR Y LA VISION NOCTURNA

Es importante diferenciar entre la vision IR y la vision
nocturna, ya que no funcionan de la misma manera
y por lo tanto no presentan las mismas ventajas. En
primer lugar, la visidbn nocturna recolecta la poca
cantidad de luz disponible y la amplifica para que
pueda ser percibida por el ojo humano. Esto es

metros (metros x10°°) (Larkin, 2018).

posible debido al hecho de que la luz esta formada
de pequenos paquetes de energia llamados foto-
nes, que estan presentes aun durante la noche,
aunque en menor medida. Sin embargo, puede
haber situaciones de total obscuridad en que falten
dichos paquetes luminicos o sean muy pocos; en
estos casos, la visidon nocturna resulta indtil. Contra-
riamente, la tecnologia IR se basa en ondas térmicas
emitidas por los objetos cuando disipan el calor.
La diferencia de temperatura entre los diversos ob-
jetos proporciona el contraste para identificarlos.
En otras palabras, los objetos emiten su propia luz
IR en cantidades que varian segun la cantidad de
calor que tenga el cuerpo. Por lo tanto, los lentes
IR se pueden usar en total oscuridad. Otra ventaja
de la vision IR sobre la nocturna es que la primera
puede percibir objetos parcial o totalmente ocultos
(camuflajeados), ya que no depende de sus simi-
litudes en forma o textura con el medio ambiente,
sino de las diferencias térmicas que los contrastan.
Por ejemplo, una persona escondida dentro de una
caja de carton o detras de unos arbustos puede ser
dificil de ver aun con visién nocturna. Sin embargo,
latecnologia IR ve claramente su firma de calor que
atraviesa el material de cobertura. La profundidad
con la que el IR puede ver el material depende de
la sensibilidad de la unidad.

Finalmente, la visidn IR puede detectar objetivos
célidos a grandes distancias. Una visién térmica
de Ultima generacion puede detectar animales de
sangre caliente en un campo a mas de 1,000 metros
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Figura 2. Ejemplo de una red neuronal convolucional.

de distancia (Coffey, 2011), aunque a esa distancia
no es posible saber si se trata de un ciervo, una vaca
o un cerdo. Sin embargo, al percibir la presenciay
ubicacion de dichos objetos, basta con acercarse
un poco para confirmar el objetivo. Existen diver-
sos tipos de tecnologia éptico-térmica, pero entre
mayor sea su calidad y sensibilidad, mayor sera
también su costo.

REDES NEURONALES CONVOLUCIONALES

Las CNN es un método muy usado para la deteccion
de patrones que existe hace mas de 50 afos. Sin
embargo, en anos recientes se han hecho desa-
rrollos importantes en el area y se han convertido
en una de las herramientas mas importantes en
reconocimiento de imagenes, clasificacion y loca-
lizacion de objetos.

Para disefar una CNN es importante considerar
el nimero de parametros y operaciones matema-
ticas requeridas en cada capa, asi como saber su
operacién en detalle. El proceso de clasificacion
de la CNN emplea una imagen como entrada, lue-
go la etiqueta bajo una categoria predefinida (auto-
movil, persona, perro, tigre, etc.), como se muestra
en la Figura 2. Laimagen de entrada es una matriz
de valores, cada uno representa un pixel. Depen-
diendo de las dimensiones de laimagen, serian al-
to (h) x ancho (w) x canales (c). Por ejemplo, una
imagen con un arreglo 7 x 7 x 3 serfa una imagen a
color en formato RGB (combinacién de colores rojo,

datos (0 imagenes) previa-

mente etiquetados que le

permitiran optimizar sus
parametros, hasta lograr que su salida iguale el
valor de las etiquetas. Dentro de la red convolu-
cional existen diferentes tipos de capas; la mas
conocida es la convolucién, que es precisamente
la que le da nombre a la red. La funcién de esta
capa es extraer caracteristicas de la informacion de
entrada. Para ello utiliza diferentes filtros seguin las
caracteristicas que se desee extraer. Estos filtros
son una serie de matrices cuadradas de diferentes
tamanos que actualizan sus valores durante la etapa
de entrenamiento. Un solo filtro multiplica cada ele-
mento de unaregion de laimagen y los suma para
formar un elemento de salida; para obtener todos
los elementos de salida el filtro se desliza por toda
laimagen, como se muestra en la Figura 3. El resul-
tado de tales operaciones se conoce como “mapa
de caracteristicas”. En las primeras capas de lared,
la diversidad de filtros permite operaciones que
detectan bordes, colores o esquinas, mientras que
en las capas intermedias se encuentran patrones o
se detectan caracteristicas especificas. El segundo
tipo de capa méas usada es la de poleo, y se utiliza
para reducir las dimensiones de los datos de en-
trada. Este método resume unaregion completa a
un solo valor mediante una seleccién o un célculo
estadistico. Los métodos de polea mas conocidos
son el poleo maximo y el poleo promedio. El entre-
namiento de la red se realiza una vez que esta se ha
armado y conectado correctamente, y la base de



datos se harevisado y eti-
quetado adecuadamente.
Como se menciond ante-
riormente, el propdsito de
este proceso es encontrar
los valores 6ptimos de to-

dos los parametros o filtros

dentro de la red para pro-

ducir las salidas deseadas
al alimentarlo con datos si-
milares a los del entrena-
miento, pero que analiza
por primera vez. Todos los
patrones clave se aprenden durante esta etapa, y
cada parametro se modifica muchas veces hasta
encontrar su valor 6ptimo. Cuantos mas patrones
relevantes identifique y extraiga la red, mayor sera
Su precision para detectar e identificar objetos.

ANALISIS MULTIRRESOLUCION

Uno de los principales beneficios del analisis multi-
rresolucién (Multi-resolution Analysis, MRA, por sus
siglas en inglés) es que no pierde ninguna informa-
cién al momento de descomponer los datos. Estos
quedan contenidos en cuatro bloques llamados co-
eficientes. En el caso de las imagenes, el bloque
principal contiene la mayor parte de la informacién,
incluyendo la estructura y algunos patrones. Los
otros tres contienen los detalles en horizontal, ver-
tical y diagonal. Dependiendo de la ondita (wave-
let) que se utilice, se pueden resaltar caracteristicas
especificas de laimagen, facilitando el trabajo de la
red convolucional. En este sentido, existe un anali-
sis multirresolucién de segunda generacion llama-
do esquema de elevacion o lifting scheme (Swel-
dens, 1998), que se realiza mediante bloques de
procesamiento. Estos bloque pueden integrarse co-
mo capas de operaciones matematicas dentro de
la red convolucional. Esta técnica de MRA preser-
va la informacién de frecuencia y espacio al redu-
cir la dimensionalidad sin ninguna pérdida, incluso
si solo se utilizan los coeficientes de aproximacion.

Figura 3. Ejemplo de una capa convolucional con su nucleo o kernel.

Estos coeficientes contienen la mayor parte de la
informacién de energia y estructura de la imagen,
gue es la mas parecida a la imagen original. Al ha-
cer esto se pueden extraer caracteristicas relevan-
tes de las imagenes que permiten mejorar el des-
empenfo de la CNN.

LIMITACIONES DE LAS IMAGENES INFRARROJAS

A pesar de las bondades de los rayos IR sobre la
luz visible, e incluso sobre la visidn nocturna, las
imagenes IR presentan algunos retos para poder
manejar su contenido. En general, este tipo de ima-
gen es muy susceptible al ruido térmico. Ademas,
estas imagenes requieren que se acentlen los bor-
desy se aumente el contraste para que los objetos
puedan reconocerse con mayor facilidad; por todo
lo anterior se requieren varios filtros para ajustar
la imagen. Por otro lado, a diferencia de una ima-
gen de luz visible, que presenta tres canales para
formar el color (rojo, verde y azul), las imagenes
IR solo cuentan con un canal de escala de grises.
Finalmente, el reto mas grande es que las image-
nes IR no cuentan con texturas o patrones que se
puedan usar para reconocer los objetos. Las su-
perficies de cada objeto radian segliin su tempera-
tura, pero laimagen IR se forma con las diferencias
térmicas que existen entre los objetos y el fondo.
Una misma superficie puede tener diferentes va-
lores térmicos en distintos puntos; por ejemplo, el
patrén de temperaturas de un auto es muy distinto
cuando esté en reposo con el motor apagado que



region, los demas se elimi-
nan. Por ejemplo, el poleo

N =
!
©

N

~ |0 W N
o ®» E N o Bl
1)
~ |0 W N |0

2 = 5 2

(o D (oD

5 3|4

b)

= 10.18 - estocastico (Zeiler y Fer-
gus, 2013) que toma el va-

C) lor probabilistico de cada

elemento de la regién pa-

= 9 N ra seleccionar el valor de
salida. Las probabilidades

5 se calculan con base enla

= | 5 7 d) magnitud de cada elemen-

Figura 4. Ejemplos de cuatro tipos de poleo, a) poleo maximo, b) poleo promedio, c) poleo

estocastico y d) poleo mixto.

cuando esta en operacién. Esto Ultimo no ayuda
en la obtencién de caracteristicas de un objeto,
pero si da otro tipo de informacién sobre su esta-
do. Para resolver este reto se requieren multiples
pasos orientados a acondicionar las imagenes IR,
entre ellos el filtrado, el aumento de contraste y el
resaltado de bordes.

POLEOS CONVENCIONALES

Las capas de poleo convencional mas usadas son
la de poleo méaximo y poleo promedio (Lee et al.,
2018); en ambas capas se reduce toda una regién
a un solo valor. En el caso del poleo maximo, co-
mo su nombre lo indica, toma el valor mas gran-
de de todos los que forman la regién y los demas
valores se eliminan. Aunque con el poleo maximo
se pierde informacion, la salida ain logra mante-
ner algunos detalles de frecuencia, dependiendo
del comportamiento de la sefal de entrada. Este
fenémeno permite que la CNN mejore la precision,
razdn por la cual el poleo maximo fue selecciona-
do para este estudio sobre otros métodos conven-
cionales. En el caso del poleo promedio, se pierde
informacién relevante debido a que actlia como un
filtro pasa-bajas, generalizando las caracteristicas
al obtener su valor medio de toda la regién. Como
seve en la Figura 4ay 4b, respectivamente. Aunque
existen otras técnicas de poleo mas complejas, en
general, después de seleccionar un valor para cada

to, siendo la unidad el valor
sumado de todas las pro-
babilidades de una region.
Asi, los valores mas gran-
des tienen mayor probabi-
lidad de ser seleccionados que los valores peque-
fos; sin embargo, estos aun pueden ser escogidos
de vez en cuando.

Otro método aleatorio menos complicado es
el poleo mixto (Yu et al., 2014); este simplemente
toma el valor maximo y el valor promedio para se-
leccionar uno solo. El proceso funciona asignando
una probabilidad del 50 % a los dos valores, y como
si se lanzara una moneda al aire, se selecciona al
ganador, como se puede ver en la Figura 4c y 4d,
respectivamente. Los diferentes tipos de poleo se-
leccionan un valor que represente toda una region
y simplemente borran toda la demas informacién.
Esto no garantiza en ninguin caso que se seleccio-
ne el mejor valor o el valor mas adecuado para que
la red aprenda las caracteristicas esenciales o los
patrones mas Utiles.

Por otro lado, la razén de que estos métodos
sean tan usados es porque, al ser simples, facili-
tan el procesamiento en la red. Ademas, algunos
de estos métodos son muy efectivos para preve-
nir el sobre-entrenamiento (overfitting) debido a su
comportamiento no lineal, pero el resultado final
depende totalmente del desempeno del resto de
las capas. Por estas razones, son métodos que se
pueden mejorar, pero a la vez tienen elementos
que se pueden seguir aprovechando en los nue-
vos modelos.
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Figura 5. Preprocesamiento propuesto para mejorar la calidad de
las iméagenes IR y facilitar su uso por la CNN.

ANTECEDENTES

Existen algunos modelos que combinan el MRA con
la CNN, como el trabajo de Bastidas-Rodriguez y co-
laboradores (2020), que utilizan un esquema de ele-
vacion adaptable que aprende la configuracion de
las onditas incorporando una pequefa CNN como
parte de sus bloques internos. Luego, este modelo
se integra en una CNN mas grande para detectar
escenas y clasificar texturas. Otros enfoques (co-
mo Williams y Li, 2016) también detectan escenas
y clasifican digitos escritos a mano, pero en lugar
de combinar ambas técnicas en un solo marco de
trabajo, usan los coeficientes de la transformada on-
dita discreta (Discrete Wavelet Transform, DWT, por
sus siglas en inglés) como entradas para mdltiples
CNN. Reemplazar la capa de poleo es la practica
mas comun al usar onditas dentro de la CNN (como
en Ferrdetal., 2019 y Williams y Li, 2018). Estos estu-
dios la utilizan para restaurar imagenes o detectar
tumores en el pulmon, entre otras aplicaciones.

Sin embargo, aunque estos ultimos modelos
presentan un avance con el uso del MRA en el interior

de la CNN, ninguno toma en cuenta las ventajas de
los poleos convencionales. Incluso en los resultados
obtenidos por Ferra y colaboradores (2019) se ve
que el poleo maximo tiene los mejores resultados.
En este sentido, un modelo hibrido que combine las
propiedades y ventajas del modelo convencional y
del MRA podria tener mejores resultados.

MODELO PROPUESTO

El modelo propuesto por nosotros (Trevifio y Alar-
cén, 2022) es un método de poleo y utiliza dos
etapas de procesamiento. En la primera etapa del
modelo se realiza un preprocesamiento para mejo-
rar la calidad de las imagenes IR, como se muestra
en la Figura 5.

Uno de los primeros retos de este tipo de ima-
genes es que tienen mucho ruido producto del sen-
sado térmico, ademas de que suelen ser un poco
difusas. Por esta razén, se mejoré laimagen usando
una transformada discreta de onditas mediante la
cual se aumenta el valor de los detalles para darle
mas definicion y claridad a la misma, ademas de
un filtro con un umbral de ruido para eliminar el
ruido inicial. El resultado de estos bloques forma el
primer canal de laimagen final. El siguiente bloque
produce una imagen binaria que busca resaltar
los contornos y los bordes para formar el segundo
canal. El tercer canal puede o no existir. En caso
de que se desee utilizar, seria la imagen original
sin ningln procesamiento. Adicionalmente, se usa
una versién simplificada de la CNN para detectar
objetos en imagenes IR, lo cual requiere de me-
Nnos conexiones, capas, operaciones matematicas
y tiempo. Esta CNN cuenta con cuatro capas de
convolucion, dos de poleo y una de clasificacion,
ademas de usar la unidad lineal rectificadora con
fuga, como funcién de activacion.

Por otro lado, se implementoé el esquema de
elevacion como una capa embebida mas dentro
de la CNN configurada para tres onditas llamadas
en honor de sus creadores Haar, Daubechies 4 y
Daubechies 6. Cada una con caracteristicas Uni-
cas para extraer caracteristicas especificas de las
imagenes, como se muestra en la Figura 6. De esta
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Figura 7. Modelo hibrido propuesto para mejorar la precisién de la CNN.

manera, el modelo hibrido no solo se ha probado
con los diferentes poleos convencionales (maximo,
mixto, promedio y estocastico), sino con tres on-
ditas (wavelets) diferentes. Inicialmente, el modelo
de poleo hibrido que combina el método de poleo
maximo con la ondita Haar ha mejorado la precision
de la CNN. Otra ventaja del modelo hibrido es que
solo requiere los coeficientes de aproximacién del
bloque de MRA.

Este modelo incorpora en paralelo tanto la
técnica del poleo maximo como la del esquema
de elevacién en 2D para la ondita Haar, como se
muestra en la Figura 7. Dado que el modelo esta
integrado dentro de la CNN, todos sus bloques tam-
bién son capas de red. El modelo se construye
incorporando el proceso de reduccién de muestreo
({2) y los valores de los parametros P, U y N1. Sin
embargo, solo las salidas de las aproximaciones
estan conectadas al siguiente bloque, que es una
unidad lineal rectificadora con fuga. Esta capa es
una funcién de activacién que mantiene la salida
igual a la entrada para los valores positivos y los
negativos normalmente los elimina, pero en la con-
figuracién con fuga solo los reduce para no darles
mucha importancia y, a la vez, evitar que se pier-
dan. Al mismo tiempo, el bloque de poleo maximo

realiza una reduccién de muestreo con unaregién
depoleode 2 x 2, pasode 2 x 2sinrelleno. Como
ultimo paso, la salida producida por el esquema
de elevacién (que pasa a través de una segunda
unidad lineal rectificadora con fuga) y la salida ge-
nerada por el poleo maximo, se unen mediante una
capa de concatenacion. La capa de concatenacion
se usa con frecuencia en las CNN para unir dos o
mas bloques de informacién en uno. En este caso,
la capa vincula ambos mapas de caracteristicas
para enriquecer el proceso de poleo a pesar de la
inherente reduccién del proceso. Finalmente, se
probaron cuatro poleos convencionales y diversas
combinaciones de modelos usando MRA; sin em-
bargo, el modelo con los mejores resultados, como
se esperaba, fue el modelo hibrido que usa el poleo
maximo en paralelo con el esquema de elevacion.

CONCLUSIONES

La CNN es una técnica muy Util para extraer ca-
racteristicas y clasificar objetos. La precisiéon con
la que actlan estos sistemas es esencial en cual-
quier aplicacién. Por otro lado, a pesar de su uso



Poleo promedio 98.7 %
Poleo maximo 99.0 %
Poleo mixto 97.9 %
Poleo estocastico 98.4 %
Modelo hibrido: o
ondita Haar hk
Modelo hibrido: o
ondita Daubechies 4 S50
Modelo hibrido: 992 %

ondita Daubechies 6

Tabla 1. Resultados de los diferentes métodos de poleo

tan generalizado y de la cantidad de aplicaciones
desarrolladas, sigue siendo importante lograr un
buen desempeno, en especial cuando se usan
imagenes con bases de datos limitadas o de dificil
acceso para el entrenamiento de las redes, como
en el caso de las imagenes IR. Para contribuir a la
solucion de este problema se propuso mejorar el
area de mayor pérdida de informacién dentro de
la CNN. El proceso de reduccion del tamaho de la
informacién mientras se extraen caracteristicas es
necesario para que la CNN puede funcionar eficien-
temente, pero también se sabe que es en las capas
de poleo donde se pierden muchos de estos rasgos.
Por ello, se incorporé un método que, a diferencia
de los poleos convencionales que retienen un valor
convencional (valor maximo o promedio), el MRA
mantiene las partes esenciales de la informacién.
Estas partes son los cuatro coeficientes. En nuestro
caso, solo usamos el coeficiente en que se mantie-
ne la mayor parte de la informacién. Creemos que
para implementar este proceso dentro de la CNN,
es necesario un tipo de analisis conocido como
el esquema de elevacién que puede incorporarse
en la arquitectura de la red como una capa mas,
sustituyendo a las capas de poleo. Los resultados
presentados en la Tabla 1 indican la precision de

la red convolucional clasificando objetos utilizando
Unicamente como poleo las capas indicadas como
método de poleo. Por ejemplo, en el caso del poleo
promedio la precision es de 98.7 %, esto quiere
decir que de cada 1,000 objetos introducidos a la
red convolucional con esa configuracion se clasi-
ficaron correctamente 987, mientras que 13 objetos
fueron mal clasificados o no pudieron identificarse
en ninguna de las categorias utilizadas. Al remplazar
cada capa de poleo con un modelo hibrido, como
el mostrado en la Figura 7.

La red convolucional presentd un aumento en
comparacion con los cuatro métodos de poleo con-
vencional. Por ejemplo, entre el modelo hibrido con
Haar y el poleo mixto hay una diferencia de 1.5 %,
mientras que con el poleo estocastico la diferencia
esde 1 %.

Finalmente, también el caso del poleo maximo
existe una diferencia, aunque menor, de 0.4 %. Tam-
bién se probaron diversos métodos hibridos con
menores resultados, uno de los cuales utilizé el
método mixto y su diferencia fue de 2 %. A pesar de
que la CNN existe desde hace varias décadas, su
uso se hizo posible recientemente gracias al desa-
rrollo del hardware. Sin embargo, hablamos de un
area que aun tiene muchos temas por investigar, su
uso es empirico en cuanto a su disefo (nimero de
neuronas y capas), o simplemente se usa una red
ya probada (GoogleNet, VGG, etc.). En cuanto a su
aprendizaje, el sobre-entrenamiento sigue siendo
un problema porque la red memoriza en lugar de
aprender, y aunque hay técnicas no lineales muy
efectivas para atacar este inconveniente, adn se
requieren respuestas matematicamente formales.
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GLOSARIO

Analisis multirresolucion (Multi-resolution Analysis, MRA). Se
realiza aproximando una funcién f(t) en distintos niveles de resolu-

cién, para producir una descomposicién multi-escala.
Eficiencia. Lograr cumplir adecuadamente una tarea o funcion.

Esquema de elevacion (Lifting Scheme). Es un analisis multirre-
solucién de segunda generacion. Es una transformada discreta de
onditas (wavelet) que esta configurada en bloques dependiendo
de la funcién de ondita que se utilice. Los bloques usan operacio-
nes matematicas simples para lograr descomponer o reconstruir

imagenes en sus componentes bésicos llamados coeficientes.

© Enrique Soto. Serie “Mofles”, 2010.

Hardware. Son los elementos fisicos de una computadora, tanto

internos como externos.

Ondita (Wavelet). Es una forma de onda o breve oscilacién, que
aumenta o disminuye, y que tiene una duracion limitada y un va-

lor promedio de cero.

Poleo. Es un componente basico en una CNN que consolida las
caracteristicas aprendidas. Se usa para reducir la dimensionali-

dad de los datos, asi como de parametros requeridos por la CNN.

Precision. La precision se refiere a la cercania de los valores ob-

tenidos aplicando los mismos parametros.

Red neuronal convolucional (Convolutional Neural Network,
CNN). Es una arquitectura de red que aprende directamente de
los datos. Sus neuronas son nodos que realizan operaciones ma-
tematicas simples para actualizar sus variables llamadas pesos,
con los que logran identificar patrones que la red pueda usar para

reconocer objetos en unaimagen.

Sobreentrenamiento (Overfitting). Es un comportamiento no deseado
en el aprendizaje automatico. Durante el entrenamiento el sistema em-
pieza a memorizar los datos aparentando mejorar su desempeno; sin

embargo, su desempeno es deficiente cuando se utilizan datos nuevos.

Transformada discreta de onditas (Discrete Wavelet Transform,
DWT). Es unatransformada que utiliza onditas muestreadas discre-
tamente. Tiene la ventaja que su resolucioén es temporal, es decir

que muestra tanto la frecuencia como su ubicacién en el tiempo.
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